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A considerable number of everyday interactions and relationships between individuals, public and commercial entities have shifted online and are mediated by digital technological infrastructures. These new means of interactions and mutual engagement in the digital realm are emerging at a scale and speed previously unattainable. Among the research that articulates, analyses, and criticizes the adverse effects of informational and technological systems on individual citizens, emerges also a discussion on systemic societal harms. Alternative visions and proposals to counter these systemic harms provoked by or amplified through technological and informational systems are making their way in contemporary policy, academic, community, and civil society fora.

This essay series highlights the link between digitalisation, datafication and fundamental rights. This digital transformation brings, according to the European Commission, “new opportunities to make fundamental rights more effective but also brings challenges”. Through the essays, we invite the reader to contemplate the importance of fundamental rights protections in the digital sphere as well as the instrumental role of the EU Charter of Fundamental Rights (EU Charter) in countering systemic oppressions, harms, and injustices which appear encoded in technologies at hand. The emancipative potential of the EU Charter as a means of resistance in technological bias and oppression sits at the core of this series.

The EU Charter, drafted at the turn of the Millennium, represents an important contribution to the canon of binding legal instruments that make up the European human rights framework. It exists in addition to and alongside other international and European human rights instruments like the Universal Declaration of Human Rights (UDHR), the European Convention on Human Rights (ECHR), a range of subject-matter specific instruments as well as national constitutions and “bills of rights”.

The Charter is binding on EU institutions as well as Member States when they act within the scope of EU law. It can therefore play a role in filling gaps in and between existing national and international human rights frameworks and provide an additional layer of protection. With the entry in force of the Treaty of Lisbon, the Charter became a legally binding instrument, with the same legal value as the Treaties. The Charter is therefore becoming the primary avenue for rights-based claims since it can offer tangible opportunities for individuals to directly enforce fundamental rights enshrined therein before the courts, including in regulating relationships between private parties.

However, it has been shown in practice that “references to the charter are formal, declaratory, even decorative and combined with references to the ECHR, without distinction.” Therefore, it becomes clear that the potential of many provisions is still in need of further exploration.

The host of rights and freedoms that the Charter of fundamental rights articulates are creating the image of a modern (digitally aware) human rights instrument. It is the only international binding legal instrument with a distinct mention to a right to data protection, clearly distinguished from the right to privacy. As evidenced in case law and discussed in many of the essays, articles 7 and 8 of the EU Charter appear as primordial foundational rights around which most digital rights cases are built. However, and as evidenced by the essays included in this series, there are many Charter rights and freedoms which are or can be a solid foundation to build digital rights strategic litigation.

The Charter’s potential for protecting digital rights goes even further and includes a host of other rights and freedoms that - in the face of the ongoing digitisation and datafication of everyday tasks/lives - are likely to be of growing importance and utility in the digital sphere. These rights and freedoms, like all human rights, are designed to uphold European Union values and the rule of law, and ultimately to protect individuals and groups from being subject to injustice, discriminatory treatment, and exclusion from opportunity. Importantly, such abuses can now increasingly be observed in the digital domain in connection with the use of artificial intelligence (AI), access to and (selective) provision of digital goods and services, the establishment and expansion of data-extractive business and revenue models and the growing reliance on technology-mediated decision-making processes by both public and private entities.

Many of the cases discussed in the essays included in this series address direct harms and highlight the impact of fundamental rights violations incurred by invasive techno-social systems. Creating a corpus of texts which attempts to showcase the link between fundamental rights and digital rights is ultimately an attempt to address the legacy of power in the context of digital technologies as well as an opportunity to provide critique on the value of fundamental rights protections in certain contexts or environments.

Relating to issues carrying a high ideological charge, the essays cannot maintain a claim of universality but rather an attempt to map out important fields where impact is or can quickly become visible. We have invited authors stemming from different legal, policy, academic or other fields, covering issues including (but not limited to) the digitalisation of asylum processes, freedom of expression and content moderation, equality and algorithmic non-discrimination, digital welfare and digitalised public services in general, collective bargaining and platform workers. The essays included in this series present an array of legal, social, and technological discourses, but they all share a common approach towards solidifying the critical thinking that supports the importance of fundamental rights protections in digital technological systems. We hope this special issue inspires more sustained, critical, and reflexive thinking, and a deeper encounter with fundamental rights in the digital field as we strive for respect with regard to digital rights protections.

---

1 Communication from the Commission to the European Parliament, the Council, the European Economic and Social Committee and the Committee of the Regions, “Strategy to strengthen the application of the Charter of Fundamental Rights in the EU”, COM(2020) 711 final, 2 December 2020, p. 2.

Introduction

Art. 11 on freedom of expression and information is rooted in the European paradigm of open and free discourse that privileges taking risks by allowing people to communicate freely and perhaps cross boundaries of what is accepted over preventive censorship. This paradigm is also founded on a belief that in exercising this right, citizens may require special protection from the state’s attempts to manage dissent. The online communication landscape is mainly intermediated by platforms. This creates a challenge for the exercise of our freedom of expression and, at the same time, a need to expand the free speech protection to include corporations and their algorithmic speech-moderation machines. That exercise comes with trade-offs.

Internet-accelerated exchange of information poses a challenge to both users and legislators in Europe because of the need to apply a proportionate and appropriate balance of all rights that might be affected by online information moderation. While legislators have been developing legal frameworks aiming to eliminate illegal speech, users, and particularly racialised and queer communities, are most affected by harmful speech. This harmful speech often becomes its own form of censorship because it is recognised as a form of suppression through violent silencing1. For these reasons, there is a need for robust protections of the legal forms of expression, not only by not interfering with it but through positive obligations of the state.2

The amount of the information produced, disseminated, and exchanged through intermediating platforms far exceeds any human processing capacity. So, European legislators opted to task internet intermediaries, or platforms, to take day-to-day decisions on what is and what isn’t allowed within their services. A privatised system of curating freedom of expression online has therefore emerged.

Code is law, but so are the terms of service

A quick look at the legislation emerging in the EU in the last 5 years provides mounting evidence that the online platforms’ terms and conditions (T&C) have become key in setting up governance frameworks for the regulation of freedom of expression. These contractual obligations between an intermediating platform and its users, especially if and when resulting from legal obligations, create an ecosystem of private enforcement online.3

For instance, platforms must incorporate the copyright exceptions referred to in the Directive on copyright in the Digital Single Market (Copyright Directive) in their T&C. Its article 17 allows a user to use or refer to a copyrighted work of a third person for example for the purpose of quotation, criticism, review as well as use for the purpose of caricature, parody or pastiche. At the same time article 17 creates a content moderation obligation under which platforms can use automated content moderation on uploaded content to enforce copyright protection. This obligation turns T&Cs into a framework for balancing conflicting rights of a rightsholder and of a user benefitting from a copyright exception to both ensure freedom of expression and eliminate illegal content.

Similarly, the regulation on addressing the dissemination of terrorist content online (TERREG) creates obligations for platforms to include provisions in their T&C addressing the misuse of their services through dissemination of terrorist propaganda (article 5(1)). It means that the implementation of legal provisions in their internal systems and enforcement are left for the platforms to determine. While that makes sense from the perspective of the freedom to conduct a business, it shifts the decision-making power in qualifying terrorist content entirely to a private company.

In an attempt to limit the potential for overreach of content policing, legislators oblige the platforms to apply “specific measures” with consideration to users’ fundamental rights concerning freedom of expression and information (article 5(3)(c)). This practice derives from a specific normative framework which highlights the importance of ensuring fundamental rights respect within big private platforms: on a global level, the Guiding Principles on Business and Human Rights adopt such objectives. These principles are referred to directly in recital 12 of another landmark EU legislation, the Digital Services Act (DSA). The impact of these normative frameworks is difficult to estimate without evidence-based research.
The DSA seems to provide an interesting reinforcement for free expression because it states that the mandatory internal complaint-handling system can be used for complaints not only against specific decisions by a platform, but also against fundamental rights violations.

Sauron’s eye

What exactly is required of the platforms to weed out undesired content? In the case of TERREG and the Copyright Directive, the focus is on ensuring the unavailability of illegal material. Both legal acts point to a range of measures to ensure removal or blocking of the illegal content. Notably, throughout the legislative process, the provisions requiring platforms to use algorithmic tools to sift through all content in search for illegal bits were considered extremely controversial for each of these European legal acts. In the case of the Copyright Directive, article 17 generated vehement opposition from civil society and a number of street protests. Wikipedia’s Spanish, Italian, and Polish language versions were turned off in protest.

The use of software to match uploads with a database of illegal content (in both cases of copyright and terrorist propaganda) is similar to an airport security scan: the point is to “see” illegal material, but the machine reveals all the content that goes through it. The mere existence of such systems makes them ripe for abuse, opponents of the introduction of these systems argue. In both TERREG and Copyright Directive, the language used for these measures is marked with circumlocution: while the copyright directive mentions “best efforts to ensure the unavailability of specific works”, TERREG outlines “technical measures” that need to be bound with “appropriate and effective safeguards, in particular through human oversight and verification”.

The TERREG and Copyright Directive either mandate or enable platforms to use content filtering, respectively. The algorithms used for content filtering by these platforms are proprietary, so little can be said about their actual effectiveness, accuracy, and ability to understand context. For this reason, human oversight is extremely important. However, based on known practices in human content verification by platforms, such as very short time to evaluate a piece of content and little knowledge of cultural and social context by the moderators, it is difficult to say if it can be effectively performed. Encryption may become the next victim to this generalised approach amounting to a risk management strategy in which it is better to look at everything in order to catch online illegal content. The proposal for regulation laying down rules to prevent and combat child sexual abuse imposes an obligation on platforms to scan private communications of all users, including communications protected by encryption. While safety and wellbeing of children is of paramount importance, the proposed “chat control” has been heavily criticised by civil society, the European Data Protection Supervisor, as well as the German government.

Platforms play a role in various types of enforcing freedom of expression limitations. For example, payment blockades crippled Wikileaks of 95% of its revenues when PayPal, Mastercard and Visa stopped accepting donations and no legal proceeding was ever initiated against Wikileaks. More recently, the Council of the EU suspended broadcasting licences of Russia Today (RT) France (among others) across the EU, citing excessive propaganda and distorting facts that became a threat to international security after Russia’s invasion in Ukraine. While the decision was upheld by the General Court of the European Union, some experts argue that the measure lacked legitimacy and was not proportionate, because it concerned not only illegal content but also an ability to provide access to information that wasn’t illegal.

A new, clean internet?

It seems that through a concerted legislative effort to ensure elimination of illegal content, freedom of expression is taking a hit. The exercise of the right to freedom of expression online can only be done when one expresses oneself. So, any algorithmic tool that preemptively filters our online speech on upload will be in direct breach of article 11 of the Charter.

The balancing exercise grounded in politically charged concepts such as public security and safety on the one hand and in corporate secrecy of proprietary technology on the other hand, creates legislation that is looked upon in other parts of the world and copied in jurisdictions that have a disastrous track record in safeguarding human rights and freedoms. Decisions such as the ban on broadcast of RT France provide an extremely dangerous precedent also in Europe, where many Member States face rising authoritarianism and disregard for the rule of law, and where such decisions can be taken about the media - and community-led projects, such as Wikipedia - that provide verified information and enable public debate.

We need to ask ourselves a question: to what extent these general preventive measures deprive us of the possibility of a healthy public debate? To what extent do they simply sanitise the internet from what is difficult and complex, from what stems from systemic injustices and European imperialism, both historically and now?

Recently adopted legislation attempts to provide safeguards amidst the generalised and standardised approach to speech policing, also through the guidelines on complaints mechanisms and obligations to include fundamental rights in T&Cs. Racialized and queer communities, immigrants and refugees and other groups experiencing systemic oppression face barriers of access that won’t be alleviated via this law-making. There is a danger that being content enough by these safeguards we are mirroring a rather shocking opinion by Voltaire who wrote: “We have never claimed to enlighten shoemakers and servant girls.”

Finally, the secrecy of algorithms and algorithmic amplification create a bubble of reinforcement of disinformation and divisive content. These are the features of the surveillance-based business model that, along with the right to privacy, chips away at our freedom to express ourselves. None of the legal acts described above, and none beyond - including the Digital Markets Act - tackle this cause of today’s issues with freedom of expression. Since the EU legislation does not attempt to break the status quo, we need to thoroughly consider if bringing human rights into business-to-client relationships does not inadvertently legitimise the existence of surveillance capitalism, as good a development as binding corporations to mind human rights it may be.

“We need to ask ourselves (...) to what extent these general preventive measures deprive us of the possibility of a healthy public debate? To what extent do they simply sanitise the internet from what is difficult and complex.”
The right to asylum, as delineated in Article 18 of the Charter of Fundamental Rights of the European Union (EU) (“the Charter”), does not grant the right to asylum to every individual seeking it. Instead, it articulates that everyone is entitled to have their application for international protection examined in line with international and EU law. This principle is reinforced by Article 19 of the Charter, which strictly prohibits collective expulsions and forbids the removal, expulsion or extradition of any person ‘to a State where there is a serious risk that he or she would be subjected to the death penalty, torture or other inhuman or degrading treatment or punishment’.

Over the past two decades, asylum proceedings in the EU have been increasingly infused with digital technologies. The majority of these developments were initiated with the aim of controlling, monitoring and policing asylum seekers, and preventing their arrival in the EU. However, some civil society initiatives have also, endeavoured to leverage digital technologies as a means of assisting individuals with their applications or safeguarding people from pushbacks.

Despite their potential implications, digital rights within the context of asylum proceedings are frequently overlooked by legal practitioners, asylum seekers and civil society actors. These rights are seldom given priority, especially when facing potential detention or deportation. But authorities have remained resolute in their drive to increase the deployment and use of digital technologies, data and artificial intelligence (AI), with the dual objective of mitigating the entry of asylum seeker into EU territory and evaluating the claims of those who do submit an application. The right to asylum is now inextricably linked to digital technologies. This article seeks to explore the intricate relationship between these two concepts and to examine how digital rights can be leveraged to protect the rights of asylum seekers.

The right to privacy: Safeguarding asylum seekers against invasive technology and ‘junk science’

The right to privacy, enshrined in Article 7 of the Charter, is designed to guard against unwarranted, unnecessary and disproportionate invasions into people’s private lives. However, it can be curtailed by public authorities in accordance with the principle of proportionality as articulated in Article 52. For instance, within the EU, all passport applicants are obligated to provide their fingerprints to authorities for more accurate identification, notwithstanding that it ‘is not decisive’ that this method is ‘not wholly reliable’.

Within the context of asylum claims, where authorities often endeavour to amass as much information as possible about each applicant, the protection of privacy is paramount. This is particularly relevant given the access to huge volumes of digital data that is now available on individuals. The EU’s highest court has acknowledged the prevention of illegal entry into the EU as a matter of general interest. This stance necessitates asylum seekers to compromise their privacy for a chance to secure protection. The question then arises of how much authorities should be able to probe into an applicant’s private life.

One of the primary objectives of authorities when evaluating asylum claims is to verify the identity of the individuals and the veracity of their claim. While some identity features – such as fingerprints – are straightforward for authorities to collect, others are more challenging to obtain. Age and sexual identity are two such examples. It is often impossible to validate an asylum seeker’s claim of being a minor or identifying as homosexual through documentation. Yet, these factors can significantly influence the final decision, as well as the conduct of interviews and the individual’s accommodation.

Public authorities have long sought a definitive test that would separate the wheat from the chaff. Before the Court of Justice of the European Union (CJEU) imposed limitations on national practices in 2014, asylum seekers were forced to deal with the most private and sordid questioning during attempts to validate their story. For example, Dutch authorities often suggested that applicants bring their own porn video to their asylum hearings as evidence of their claimed sexual orientation. Though officially a choice, Advocate General Sharpston entertained ‘serious doubts [that the] vulnerable party in the procedure of applying for refugee status, could really be deemed to have given fully free
and informed consent to the competent national authorities in such circumstances, particularly given the power dynamics at play. The CJEU eventually abolished this practice in the ABC ruling, citing infringements on human dignity (Article 1 of the Charter) and the right to private life (Article 7). National asylum authorities have resorted to ‘junk science’ in their search for a ‘truth serum’ to identify individuals deserving protection. The 2018 case I v Hungary, which examined the use of ‘projective personality tests’ to determine an individual’s sexuality, was particularly contentious. The CJEU declared that such a test ‘may be accepted only if it is based on sufficiently reliable methods and principles in the light of the standards recognised by the international scientific community’. In assessing an individual’s sexuality, projective personality tests fall dramatically short of meeting these standards. The Court also highlighted in its ruling that ‘consent is not necessarily given freely, being de facto imposed under the pressure of circumstances in which applicants for international protection find themselves.’ More recently, national courts have encountered instances where asylum authorities have requested applicants’ phones to extract and examine stored data for evidence supporting the individual’s claim. In Germany, a court ruled this practice illegal unless less intrusive alternatives had been considered. The judges made clear that the use of new technologies must be both necessary and suited to the intended purpose.

Looking forward, it is plausible that authorities might resort to AI to ascertain an individual’s identity. However, assertions that machine vision technologies can determine an individual’s sexuality are more reminiscent of pseudoscience than offering any credible reassurance. The EU’s AI Act, currently under negotiation, fails to adequately address the risk assessment.25 This disclosure allows applicants to seek effective remedy against the principle of equality of arms requires national authorities to disclose the state that shared information used as the basis for the decision, as well as the specific grounds for the risk assessment.24 This disclosure allows applicants to seek effective remedy against the decision. Similarly, under Article 8(2) of the Charter, the right of access serves as a gatekeeper enabling data subjects to take further action such as requesting removal or rectification of wrongful accusations that impact their right to a fair trial.

Despite these provisions, access to information is far from being uniformly respected by member states. All too often, asylum seekers find that ‘secret’ evidence is being used against them. In some instances, the country from which a person is seeking asylum is the one that supplies the data on which the authorities base their decision. Even though data sharing with a third country should adhere to EU protection standards, including the prohibition of using information obtained from torture, this is not adequately monitored in practice.

The risk of national authorities relying on inaccurate or illicit data has been amplified with the implementation of the latest information systems regulation and the Eurodac Regulation. Nonetheless, data protection standards for asylum seekers fall short of those provided to EU citizens. This was exemplified by the recent ‘Processing of Personal Data for Risk Analysis’ (PeDRA) scandal, in which Frontex proposed the collection of intrusive personal data, frequently violating data protection rights. At the same time, the European Data Protection Supervisor (EDPS) contended that the rules governing the agency are vague regarding the ‘conditions or limits for sharing data with other agencies, states and third countries, and on available remedies for individuals.’ As the EDPS pointed out, ‘privacy and data protection are part of the human rights too often suspended at the borders of the European Union.’ This sentiment underscores a recurring theme in asylum, migration and border regulation, illustrating the tendency to view certain migrant groups as security concerns and undeserving of the protections afforded to citizens or other categories of foreign nationals.

Digital asylum rights: A call for increased safeguards amidst the digitalisation of procedures

Public technologies are often employed by authorities with the expectation of enhancing efficiency and mitigating or eliminating biases that emerge from human decision-making. However, studies on the impacts of these technologies frequently show the exact opposite. Issues of discrimination and racism persist, yet they become entwined within the complexity of technical systems. This makes it increasingly challenging to substantiate when and how rights violations occur.

The EU’s current legislative negotiations set to further expand the use of digital technologies in asylum and migration procedures. Nevertheless, these negotiations also present opportunities for enhanced safeguarding. The proposed Screening Regulation potentially offers an avenue for bolstering the protection of asylum seekers’ right to privacy. This can be achieved through the inclusion of an independent mechanism designed to monitor the protection of individuals’ fundamental rights during their identification by border authorities. However, this regulation is yet to be approved, and it will ultimately fall under the jurisdiction of the Fundamental Rights Agency and Member States in their jurisdiction, to clarify the procedure of this new mechanism.

The digitalisation of asylum and immigration proceedings is poised to become ever more deeply entrenched in the years to come. It is therefore of paramount importance to amplify understandings of privacy, data protection and other digital rights among asylum seekers, migrants and migration activists, legal professionals and non-governmental organisations.
Digital and historical inequalities

In his book Black Skin, White Masks, anti-colonial philosopher and revolutionary Frantz Fanon describes what he calls the ‘white gaze’ and its effects: ‘not only must the black man be black, he must be black in relation to the white man. [...] The image of one’s body is solely negating. It’s an image in the third person.’ Over half a century later, Fanon’s account echoes eerily in the experiences of Joy Buolamwini, a Black researcher at the MIT Media Lab. Working on a project that involved projecting digital masks onto her reflection, she realised that the facial recognition technology she was using could not sufficiently detect the contours of her face – unless she donned a white mask. Fanon’s juxtaposition of Black skin and white masks in the title of his book thus took on an unexpectedly literal meaning. Buolamwini called this phenomenon the ‘coded gaze’: a form of algorithmic bias with discriminatory effects, for example when facial recognition software is applied by law enforcement and misidentification leads to increased surveillance and arrests. In a subsequent publication with Timnit Gebru, Buolamwini analysed three commercial gender classifiers and found that ‘male subjects were more accurately classified than female subjects’, ‘lighter subjects were more accurately classified than darker individuals’, and ‘all classifiers performed worst on darker female subjects’.

The continuities between Fanon’s notion of the ‘white gaze’ and Buolamwini’s reworking of it as the ‘coded gaze’ make it abundantly clear that oppressive structures like racism and (cis)sexism remain central in digital contexts. The internet has not created a utopian space free of inequalities, and placing our hopes in technology as an easy fix to societal problems remains a misplaced strategy. Conversely, however, it is unhelpful to think of digital inequalities as entirely new problems that emerged only because of technological advances; rather, they are rooted in historical practices of surveillance and data processing that have long since been used as tools of slavery, colonialism, patriarchy, and other forms of domination. As surveillance scholar Simone Browne has put it: ‘Surveillance is nothing new to black folks. It is the fact of antiblackness’. She therefore cautions against seeing surveillance as ‘something inaugurated by new technologies, such as automated facial recognition or unmanned autonomous vehicles (or drones)’, instead arguing that it is continuous, ongoing, and sustained by racism, antiblackness, and other oppressive practices, performances and policies.

The promise of equality

Against inequalities of all kinds, the law holds up the promise of equality. Article 20 of the Charter of Fundamental Rights of the European Union (EU) (‘the Charter’) contains a succinct formulation of this promise: ‘Everyone is equal before the law’. This very general phrasing takes more concrete form in the non-discrimination clause that follows it in Article 21 (as well as various acts of secondary legislation), which prohibits any discrimination based on a lengthy list of grounds including but not limited to sex, race, religion, disability, age or sexual orientation. The need for lists like this makes it clear that while equality and non-discrimination may nowadays be widely accepted as abstract ideals, their promise remains very much unfulfilled in practice. A dishearteningly large number of examples confirms that this holds true for digital contexts and the use of new technologies: predictive policing that disproportionately targets people of colour and poor people; hate speech on social media platforms geared at queer people, women, and particularly trans women and women of colour; discrimination of women on the job market based on algorithmic decisions; racist and sexist stereotypes reflected in the results of online search engines; and many other examples besides.

The disconnect between ideal and reality means that there is potential for change: we can use the promise of equality to challenge inequalities, including their manifestations in digital contexts. The equality and non-discrimination clauses of EU law hold significant untapped potential in that regard, especially since they arguably apply to private actors as well as public bodies. Traditionally, fundamental rights and human rights are directed against the state, but do not – at least not directly – constrain the actions of private actors. In our current juncture of surveillance capitalism, however, the power to generate and sustain digital inequalities lies not only with the state, but also with private actors like multinational corporations: the companies that offer and use generic facial recognition software, that run social media platforms and search engines and...
decide who gets banned for hate speech and who doesn’t, which algorithms get used to generate search results, and so on. EU law differs from international human rights law by holding private actors like these to the promise of equality, at least in some cases.15

Is ‘everyone’ equal before the law?

The law is no panacea, however, and the promise of equality may end up indefinitely deferred for some. One common line of criticism against non-discrimination law is that it tends to see grounds of discrimination like gender and race as distinct, homogenous categories.16 In contrast to this, using intersectionality as a framework of reference illustrates the ways in which oppressive systems such as racism and (cis-)sexism intersect and impact upon different people in different ways.17 For example, as mentioned above, Buolamwini and Gebru’s analysis of commercial gender classifiers not only found decreasing accuracy along the lines of race and gender, but also the worst case scenario when these lines intersected in the case of women of colour. Algorithms may also pick up on cultural representations and stereotypes that pertain specifically to Black women or other women of colour, as when Google’s top hits for ‘Black girls’ were filled with pornographic results before changes were made after sustained public pressure.18

Despite an increasing awareness of the importance of intersectional analysis, a recent report by the Center for Intersectional Justice found that ‘European legal bodies are currently under-equipped to address cases of intersectional discrimination’.19 Drastic improvements on this front would be needed to combat inequalities in a way that does not side-line those who are most impacted by them: as Aisha Kadiri put it, ‘taking into account the unique type of bias data subjects face, requires the recognition of intersectionality from the get-go’.20 While legal doctrine sees it as subsidiary to more specific non-discrimination clauses, the promise of equality for ‘everyone’ in Article 20 of the Charter should serve as a reminder that discrimination cannot be siloed into separate grounds of discrimination but must be considered holistically.

There are no easy fixes

Taking an intersectionally informed approach to combating digital inequalities also means asking who profits and who loses out when new technologies are deployed. For example, a few years ago the main public transport company of Berlin used automated gender classification at some of its ticket machines to grant a discount to women on International Women’s Day. What seems at first to be a benign project to counteract the pay gap in a small way turns out, however, to be advantageous only for some women at the expense of others. Not only do studies like that of Buolamwini and Gebru imply that women of colour would face greater likelihoods of losing out on the discount, the very notion of attributing binary gender to people based on the physical appearance of their face is fundamentally trans-exclusionary. Automated gender classification contributes to normalising the idea that gender is readable from physical appearance and thus stands opposed to a self-determined gender identity – which is why many trans persons resist the technology as such, rather than focusing on reform to make it more inclusive.21 The example shows that new technologies are not only implicated in creating inequalities between groups but also, by virtue of the way they categorise people and normalise certain ways of thinking, in the very processes of gendering and racialising.22

Understanding just how deep the problems go is important because it points to a recurring issue with regard to digital equalities: often, there is no easy fix since these inequalities are intricately tied up with the technology at issue. This is not only the case with trans-exclusionary understandings of gender, but it also relates to many forms of technology once viewed in the broader context of their development, use, and institutionalisation. Historians of technology have demonstrated that, time and time again, new technologies have not only served the interests of those in power but have been purposefully developed and used to support efforts of domination, policing, and surveillance. Whether through schemas of gender and race classification or other methods, inequalities are built into the very foundations of the digital infrastructures that now seem so familiar to us. ‘Sexism is a feature, not a bug’,23 and ‘anti-Black racism, whether in search results or in surveillance systems, is not only a symptom or outcome, but a precondition for the fabrication of such technologies’.24 Bugs, symptoms and outcomes might be amendable to easy fixes, but the problems go deeper.

The limitations of equality claims

The language of equality and non-discrimination runs the risk of merely claiming inclusion and accuracy in outcomes, while ignoring the central relevance of oppressive structures like racism and (cis-)sexism for the very existence of digital technologies, as well as the political, institutional, and economic contexts of their use. To come back to the example of facial recognition, it quickly becomes clear that besides the commercial purpose of its use, these technological systems primarily appeal to law enforcement agencies like the police and border control (although these are often reliant, in turn, on private technology and consultancy big tech companies). These institutions are saturated in racism and antiblackness; the policing of Europe’s borders, in particular, is built on violent colonial logics that consider Black lives expendable.25 It is difficult to capture problems like this in the legal language of equality and non-discrimination – as legal scholar and trans activist Dean Spade puts it, ‘structural issues like wealth disparities, targeting in criminal punishment, environmental harm, immigration enforcement and others are “cast as neutral by the discrimination principle”.’26 Claims to equality before the law may thus end up legitimising deeply unjust institutions even as cosmetic changes are made on the level of symptoms or outcomes. More accurate facial recognition would indeed, on the face of it, be more equal along the lines of gender and race; but, seen in the context of its use by law enforcement, the promise of equality loses its allure.

Let’s come back to Frantz Fanon’s notion of the ‘white gaze’ and Joy Buolamwini’s re-working of it as the ‘coded gaze’. Vision, in these and other references to the ‘gaze’, is tied up with power – there is, as Black feminist bell hooks says, ‘power in looking’. She develops the notion of the ‘oppositional gaze’ to also capture the power in defying and courageously looking back. ‘Not only will I stare. I want my look to change reality’.27 How can we change reality by means of equality claims? As I argued above, we can use the promise of equality to challenge inequalities, including their manifestations in digital contexts. We need to be aware of its limitations, however. At its best, equality would mean reciprocity, a mutual regard based on even footing, Blackness no longer constituted in relation to whiteness. But claims to equality before the law typically fail to achieve this kind of reciprocity. It is difficult to use them to force a re-conversation of whose gaze it is that has the power to constitute racialised and gendered subjects in the first place, and whose interests are coded into our digital infrastructures and new technologies. In many cases, we should resist the pull of accuracy and inclusion that equality so easily slips into, and concentrate on opposition and refusal. As a collective of authors put it in the Feminist Data Manifest-No: ‘We refuse to cede that convincing unjust institutions and disciplines to listen to us is the only way to make change. We commit to co-construction of our language and questions together with the communities we serve in order to build power with our own’.28 The promise of equality before the law should not exhaust the horizon of our collective imaginations and actions.
Introduction

Article 21 of the Charter of Fundamental Rights of the European Union (EU) (hereinafter ‘the Charter’) safeguards the fundamental right to non-discrimination. It encompasses two paragraphs: Article 21(1), an open-ended non-discrimination clause modelled on Article 14 of the European Convention on Human Rights (ECHR), prohibits ‘[a]ny discrimination based on any ground such as sex, race, colour, ethnic or social origin, genetic features, language, religion or belief, political or any other opinion, membership of a national minority, property, birth, disability, age or sexual orientation’; and Article 21(2) prohibits ‘any discrimination on grounds of nationality’ ‘[w]ithin the scope of application of the Treaties, and without prejudice to any of their special provisions’.

A rich body of research has shed light on the ubiquity of bias and inequality in algorithmic systems.1 In this context, the protections and assurances provided by the fundamental right to non-discrimination are of paramount importance. This essay explores how the right to non-discrimination enshrined in Article 21 could be interpreted and applied within a digital context. Section 1 first explores the relevance of the fundamental right to non-discrimination within an algorithmic society and introduces the real-world example of racial bias in proctoring software used by some universities during the Covid-19 pandemic. Subsequently, Section 2 highlights interpretive queries emerging from the ‘transposition’ of the right to non-discrimination into an algorithmic context. Finally, Section 3 elucidates how Article 21 could serve as an instrument to prevent and redress algorithmic discrimination.

The relevance of the fundamental right to non-discrimination in an algorithmic society

Due to the scope of the Charter, as expressed in Article 51(1), the prohibition of discrimination applies to ‘the institutions [and] bodies […] of the Union’ as well as ‘the Member States only when they are implementing Union law’. Hence, the EU has a comprehensive obligation to refrain from any form of discrimination based on all grounds listed in Article 21. For instance, this implies that Frontex, an EU agency, cannot utilise border control software that discriminates against individuals based on factors like skin colour, ethnic origin or language.

The obligation for member states, however, is more limited: the non-discrimination clause contained in Article 21 only applies when there is a ‘direct link’ with EU law.2 Within the material scope of the EU’s four anti-discrimination directives (Directives 2000/43/EC, 2000/78/EC, 2004/113/EC and 2006/54/EC), EU secondary law provisions prohibit discrimination on grounds of sex or gender, race or ethnic origin, sexual orientation, disability, religion or belief and age.3 Article 21 of the Charter, embodying the general principle of equal treatment, applies within the specific framework defined by these Directives.4 Yet, where the Directives cannot, in principle, apply directly to private parties, the Court of Justice of the European Union (CJEU) has recognised horizontal direct effects to Article 21(1) of the Charter.5 To illustrate this, Article 21 bars private employers within the EU from deploying algorithmic recruitment tools that unduly put women or candidates with disabilities at a disadvantage.

In scenarios where the situation falls outside the scope of EU secondary law but maintains a direct link with EU law,6 Article 21 operates in a subsidiary manner.7 For instance, Article 21 precludes a member state from implementing a discriminatory algorithmic system for purposes such as the processing of personal data, which is regulated by the EU General Data Protection Regulation.8

Let us consider a concrete example. In 2022, a Dutch student named Robin Pocornie, supported by the Racism and Technology Centre, filed a discrimination claim with the Dutch equality body and national human rights institution, the College voor de Rechten van de Mens (the Institute for Human Rights). Pocornie argued that the Vrije Universiteit Amsterdam’s use of proctoring software to prevent cheating during exams taken at home during the Covid-19 pandemic in 2020 discriminated against her on grounds of race. The application repeatedly failed to recognise her face, which made her participation in exams difficult and imposed undue stress. Based on the evidence she collected, this issue was not experienced by students who were not racialised. Her claim echoes academic research showing that commercial facial recognition systems perform significantly worse when attempting to identify the faces of individuals (and particularly women) with darker skin tones.9 When these systems are used to control access to resources, services, institutions or benefits, their subpar performance for certain demographic groups generates unjust disadvantages.
Applying Article 21 to algorithmic bias

This section explores the legal interpretation of Article 21 in relation to algorithmic bias.

In the case of the biased proctoring application, the system was utilised to invigilate exams, which are integral to educational courses and grant access to future opportunities. From the perspective of EU law,14 this falls outside the scope of the Race Equality Directive 2000/43/EC, which extends to the field of education.15 The general principle of equal treatment prescribed in Article 21 also applies to this case because the Directive establishes the link by which member states are regarded as implementing Article 131. The decision of the CJEU in Eggenberger, the prohibition of discrimination is directly effective against both public and private entities.16 Article 21 of the Charter therefore bestows the applicant with a directly enforceable right to algorithmic equal treatment against the Vrije Universiteit Amsterdam.

Nevertheless, transferring the fundamental right to non-discrimination to the context of algorithmic bias poses some challenges in the legal qualification of such bias. For instance, in its interim judgment on 7 December 2022, the Netherlands Institute for Human Rights highlighted the difficulties faced by Parcom in presenting evidence that the proctoring tool worked differently for students with different skin colours.17 The Institute pointed out that because ‘loggs were not provided to exam takers’, ‘the applicant […] had no insight into any notifications that the software logged in her case and therefore could not link them to any particular event or action (or lack thereof) on her part’. This emphasises the challenge faced by victims of algorithmic bias in raising a reasonable suspicion of discrimination. The lack of access to comprehensible information about how the system operates and the ‘atomisation’ of individual experiences in the online environment obstruct traditional comparative heuristics that underpin the enforcement of non-discrimination law. However, the Netherlands Institute for Human Rights analysed the applicant’s experience with the proctoring software in the context of existing research on bias in facial recognition software to establish a presumption of discrimination.

This presumption shifted the burden of proof onto the defendant, in this case, the university (and the software provider).18 The Netherlands Institute for Human Rights classified the case as one of indirect discrimination, deeming it ‘plausible that the face detection algorithms […] will, in practice, particularly affect persons of darker skin colour’. Under EU secondary law, a finding of indirect discrimination triggers an open-ended proportionality test, where a prima facie discriminatory practice can be justified if it serves a legitimate aim through appropriate and necessary means. However, from the perspective of Article 21 of the Charter, proportionality must be evaluated through the criteria outlined in Article 52(2). This provision stipulates that ‘only limitation on the exercise of the rights and freedoms recognised by this Charter must be provided for by law and respect the essence of those rights and freedoms’.

Harnessing the strengths of Article 21 to address algorithmic discrimination

While Section 2 illuminated some of the issues encountered in addressing algorithmic bias through the lens of the fundamental right to non-discrimination, Article 21 of the Charter also contains a number of interesting features that can be harnessed to interpret the provision purposively within the context of algorithmic systems.

First, Article 21(1) provides an open-ended list of protected characteristics that could be leveraged in the context of systemic algorithmic discrimination.19 For instance, ‘social origins’ and ‘property’ are explicitly mentioned in Article 21 as protected ends, which could serve as bases to confront algorithmic discrimination predicated on income or socio-economic profiling. Nonetheless, this pertains exclusively to situations where measures are implemented in EU law, but not fall outside the material scope of EU anti-discrimination law. In the case of FOA, the CJEU affirmed that ‘the scope of [EU anti-discrimination directives] should not be extended by analogy beyond the discrimination based on the grounds listed exhaustively’.

The open-ended nature of the non-discrimination clause in Article 21 of the Charter could also facilitate the redress of intricate patterns of algorithmic discrimination,20 a phenomenon that research has shown to be widespread.21 However, the reluctance shown by the CJEU in Parris to tackle intersectional discrimination, if mirrored in interpreting Article 21, could curtail the effectiveness of the Charter in addressing algorithmic discrimination.22

Second, in principle, the application of Article 21 does not necessitate the conventional distinction between direct and indirect discrimination.23 For situations that exhibit a direct link with EU law but fall outside the scope of EU secondary anti-discrimination law, a unified justification regime follows from Article 52(1). Given the difficulty of qualifying algorithmic bias as either direct or indirect discrimination,24 and the likely obstacles in substantiating cases of direct algorithmic discrimination, the unified justification framework attached to Article 21 of the Charter could present an interesting pathway for redress. However, in practice, the CJEU is prone to integrating the bifurcated analytical framework foreseen by the EU’s anti-discrimination Directives in relation to justifications permissible even before any analysis of proportionality stricto sensu is undertaken.

Restrictions to the fundamental right to equal treatment under Article 21 can only be conditioned if they are ‘provided for by law and respect the essence of the rights and freedoms’, as guaranteed by the Charter. This inherently curtails the latitude of private companies, as any discriminatory system must align with a legal mandate and honour the ‘essence’ of the right to non-discrimination. Moreover, the Charter’s embedded proportionality test dictates two conditions: limitations must be ‘necessary’ and ‘proportionate’. The latter means that objectives of general interest recognized by the Union or the need to protect the rights and freedoms of others.25 Considering the case of the algorithmic proctoring tool, one could argue that the system’s infringement on students’ rights to non-discrimination did not meet objectives of general interest recognized by the Union or the need to protect the rights and freedoms of others.26 Considering the case of the algorithmic proctoring tool, one could argue that the system’s infringement on students’ rights to non-discrimination did not meet objectives of general interest recognized by the Union or the need to protect the rights and freedoms of others.27

Conclusions

To echo the title of this essay series, the awareness that Charter rights are digital rights and vice versa is of paramount importance within the context of an algorithmic society. Indeed, fundamental rights protected by the Charter, such as non-discrimination, should operate seamlessly across the boundary between the physical and digital realms. A teleological interpretation of these rights is essential to ensure that socio-technical transformations, such as the pervasive deployment of algorithmic risk assessment and decision-making systems, do not compromise the normative balance embedded in legal frameworks. Therefore, to ensure the effective protection of fundamental rights, it is necessary to re-evaluate existing regulations in light of how technological advancements alter power dynamics and redistribute societal costs and benefits.
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[14]...fundamental rights protected by the Charter, such as non-discrimination, should operate seamlessly across the boundary between the physical and digital realms. “
Space to be and to become: Privacy as the foundation for growth

As stipulated in Article 20 of the Charter of Fundamental Rights of the European Union (EU) (‘the Charter’), all individuals are equal and stand equal before the law. Yet, equality does not entail homogeneity. We perceive, communicate, and love in countless ways. We carry within us unique family histories, navigate varying power structures, and bear the historical and social significance of our race and gender from the day we are born. And we constantly brace ourselves for political interpretations of how we express ourselves, what we stand for, and what we believe in.

We are all equal, but not identical.

Therefore, we require space. Space to explore, to falter, to make up our minds and change them again, to persist and to persevere. Space to understand who we were, who we are, and who we aspire to be. Space to get to know our inner selves, without the interference, patronisation or belittlement of others. And space to live our truth, even if that truth is not popular, loved or even understood.

This space is the lifeblood for our personal development and for a free and open society. It is granted, in part, by the right to privacy, as stipulated in the Charter: ‘Everyone has the right to respect for his or her private and family life, home and communications’. The right to privacy is inextricably linked to other human rights. For instance, the processing of data pertaining to gender, religion or ethnicity could infringe upon an individual’s rights to equal treatment or freedom of religious expression. Consequently, the right to privacy acts as a gatekeeper for other human rights. This essay delves into several recent cases in the Netherlands where infringement on the right to privacy has precipitated violations of other human rights.

Identities reduced to stereotypes: Data processing and the dangers of stereotypical reductionism

With the advent of seemingly limitless technological capabilities in data processing, the right to privacy is under considerable strain. Data containing personal information is being processed, analysed and interpreted on an unprecedented scale. Insights and conclusions drawn from such data are disseminated and exchanged. The multifaceted aspects that construct identities are simplified, categorised and packaged into pre-determined profiles, a process that reduces complex identities to mere stereotypes. Indeed, profiling might simplify the prediction of an individual’s receptiveness to advertising strategies or the success of medical treatments. But how appropriate is it to estimate, based on profiling, the political persuasions of a swing voter, the likelihood of someone’s involvement in ‘suspicious transactions’, or who might commit benefit fraud?

Automated decision-making based on profiling was heralded with the promise of simplicity, efficiency and efficacy. Unfortunately, the opposite appears to be true, and the consequences becoming increasingly apparent, as we observe various fundamental rights being undermined due to breaches of the right to privacy.

Compounded discrimination: The cumulative impact of bias

A striking example of the infringement of privacy leading to other human rights violations can be found in the realm of digital welfare. The Dutch digital welfare system gave rise to the now notorious ‘childcare benefits scandal’. In 2018, it came to light that many parents who received childcare benefits from the Dutch Tax Administration had been wrongly identified as committing fraud. This incorrect classification forced parents to repay thousands of euros to the state, plunging many into severe financial distress, homelessness, and acute stress and poverty. In an alarming revelation, as many as 2090 children of affected parents were taken into care between 2015 and 2022.

Of the affected parents, a disproportionate number were found to be from immigrant backgrounds. This was corroborated by subsequent investigations, which revealed that the Tax Administration was processing data related to parents’ nationalities. The Dutch
As early as 1989, Crenshaw highlighted how intersecting political and social layers interaction, where multiple axes of bias reinforce one another. This is not a new phenomenon. The childcare benefits scandal starkly illustrates the intersectional nature of discriminating, with individuals who had made donations to mosques being deemed higher risk.

Additionally, the investigation revealed that people who received higher benefits were more likely to be labelled as committing fraud. This led to individuals from low-income households being disproportionately affected owing to their greater dependence on benefits and the larger sums they received. Moreover, lower-income parents found it more difficult to repay the vast sums demanded by the Dutch government. Amnesty's assessment classified the situation as intersectional discrimination 5, as those most affected were typically ethnic minority groups who are generally more likely to have low incomes. Compounding the issue, it later emerged that "religious profiling" was also occurring, with individuals who had made donations to mosques being deemed higher risk.

The childcare benefits scandal starkly illustrates the intersectional nature of discrimination, where multiple axes of bias reinforce one another. This is not a new phenomenon. As early as 1989, Crenshaw highlighted how intersecting political and social layers within our identities can render us more vulnerable to discrimination or privilege. Factors such as gender, ethnicity, class, sexual orientation, religion, weight and disability can all affect one's position within the spectrum of power in society. The intersection of multiple factors can either consolidate a position of privilege or expose an individual to compounded discrimination. This phenomenon is exemplified in the childcare benefits scandal. For example, individuals who were Muslim, had a lower income and possessed at least one non-Dutch ethnicity were thrice-penalised based solely on these classifications, with no consideration to their individual circumstances.

Criminalisation prior to transgression: The cost of presumptions

These distinct forms of discrimination arise when data aggregators, such as the Tax Administration Office of the Dutch government in our earlier example, construct profiles based on collected data. While individuals may suspect that their data could be used to make assumptions about them, in this instance, these assumptions were used to predict the likelihood of the individual to commit social security fraud. Moreover, the propensity to suspect individuals even before (or despite the absence of) rule-breaking suggests that the assumed actions of a person's assigned group are paramount in establishing their risk profile. It is critical to note that the Dutch government justified its implementation of algorithmic profiling on the grounds that it would contribute to effective fraud detection and prevention, thereby serving the public interest. This raises the question of whether an argument of public interest should supersede the rights and interests of individual citizens.

In 2020, The Hague District Court contested this notion, ruling that the pursuit of preventing and combating fraud for the sake of economic welfare must be balanced against intrusions on individuals' private lives. The Court evaluated whether the Systeem Risico Indicatie (SyRI) legislation, which permitted the confluence of diverse data to combat fraud, was in breach of Article 8 of the European Convention on Human Rights. The court determined that the SyRI legislation failed to meet the 'fair balance' standard necessary to justify the violation of the right to privacy for the defence of broader interests. Additionally, the Court noted that the use of SyRI offered little safeguard owing to its lack of transparency and verifiability. As the legislation violated European law, it was deemed unlawful and non-binding. Litigation brought forward by civil society organisations, including the Dutch Jurists Committee for Human Rights and the Platform for Civil Rights, sent a clear message: Intrusions into individuals' private lives, particularly through the collection, combination and sharing of personal data, must be judiciously scrutinised by courts and governments.
Article 8 of the Charter of Fundamental Rights of the EU

Ioannis Kouvakas, Privacy International / Vrije Universiteit Brussels (VUB)

General remarks

Article 8 of the Charter of Fundamental Rights of the EU (CFREU) expressly embodies a right to the protection of personal data, which is distinct from the right to privacy enshrined in Article 7 of the Charter and has no equivalent in the European Convention on Human Rights (ECHR). It contains a set of obligations and limitations that aim to govern the processing of individuals’ personal data, including the requirement that personal data are processed “fairly for specified purposes and on the basis of the consent of the person concerned or some other legitimate basis laid down by law”, while establishing a right of individuals to access and rectify personal data collected about them (Article 8(2)). The Court of Justice of the EU (CJEU) has also interpreted a right to be forgotten into Article 8. Article 8(3) CFREU subjects compliance with data protection rules to the oversight of an independent authority. The EU data protection acquis is further complemented by secondary legislation, including the General Data Protection Regulation (GDPR) and the Law Enforcement Directive (LED).

Focusing on the case law that shaped the interpretation of Article 8 of the Charter, this essay discusses selected issues pertaining to the application of the right and its relationship with Article 7 CFREU in the digital era.

Scope of application

Article 8 applies to the “processing” of “personal data”. Both these terms, defined in secondary EU legislation, have been interpreted widely by the CJEU. “Personal data” encompasses all kinds of information relating to an identified or identifiable individual, regardless of whether it is sensitive or private in nature, as well as subjective information such as opinions and assessments. The identity of the person does not need to be already known, what matters is whether the entity responsible for processing them is reasonably able to identify the individual. In Breyer, the CJEU ruled that dynamic IP addresses could constitute personal data even though the additional information necessary to identify the user of a website were not held by the online media services provider collecting the IP addresses. Similarly, “processing” should be understood as any operation performed on personal data, including collection, retention, transfer, erasure etc.

As with every other Charter right, Article 8 binds both EU bodies and member states when they implement EU law (Article 51(1) CFREU). In Tele2, the CJEU examined the validity of national law imposing obligations upon telecommunications service providers to retain certain telecommunications data for law enforcement purposes. Although law enforcement activities were explicitly excluded from the scope of the ePrivacy Directive, which guaranteed the confidentiality of communications, the Court held that the EU law still covered the retention of the data by service providers as well as access to them by authorities, because, inter alia, the ePrivacy Directive imposed obligations to guarantee the confidentiality of communications and provided for possible restrictions, including law enforcement.

The same conclusion was reached in Privacy International, which concerned similar measures, this time for the purpose of safeguarding national security, a field that “remains the sole responsibility of each Member State” (Article 4(2) TEU). Applying its Tele2 reasoning, the Court held that legislative measures regulating the activities of telecommunications services providers fall within the scope of the ePrivacy Directive (and, consequently, EU law) because they entail the processing of personal data by those providers under that very Directive.

Relationship with Article 7 of the Charter

The CJEU does not apply a consistent approach to distinguish between Articles 7 and 8 of the Charter, usually stating that data protection is “closely connected” with the right to respect of private life. When examining whether there has been an interference with Articles 7 and 8, the CJEU often focuses its analysis on whether there is an interference with the right to privacy and then states that there is also interference with the right to data protection because the measure at issue involves the processing of personal data.

Likewise, the Court has placed unnecessary emphasis on first establishing an interference with Article 7 before later ruling that Article 8 is also engaged. In Schecke, for example, which dealt with the validity of EU law requiring the publication of details about the beneficiaries of agricultural funds, the Luxembourg Court failed to distinguish between the two rights and treated both Articles 7 and 8 as a single “right to respect for
private life with regard to the processing of personal data”. This approach, heavily influenced by the case-law of the European Court of Human Rights (ECtHR), which in order to assert its jurisdiction needs to first establish an interference with the right to respect for private life under Article 8 ECHR, seems to treat data protection as a subset of the right to privacy and could compromise the existence of data protection as an independent Charter right. Conversely, the wide scope of Article 8 CFREU might provide for a more successful avenue to trigger the applicability of the Charter, or even establish an interference with Article 8 ECHR, before national courts, since the processing of personal data in the digital context will often also constitute an interference with the right to privacy. For instance, in deciding that facial recognition in public amounted to an interference with Article 8 ECHR, the UK Divisional Court also placed emphasis on the terms “personal data” and “processing” contained in Article 8 CFREU.

58. The CJEU has also repeatedly emphasised that the right to protection of personal data is “closely connected with the right to respect for private life”, and that “the right to respect for private life with regard to the processing of personal data” is founded on both Articles 7 and 8 of the Charter of Fundamental Rights of the European Union and extends to “any information relating to an identified or identifiable individual”.

Limitations

Article 52 of the Charter horizontally sets out a series of conditions that possible limitations on the exercise of Charter rights need to satisfy. Limitations must be provided for by law, respect the essence of the rights and freedoms and be proportionate; they may be made only if they are necessary and genuinely meet objectives of general interest recognised by the EU or the need to protect the rights and freedoms of others (Article 52(1)). As Article 8 of the Charter merely provides for a system of checks and balances that the processing of personal data must satisfy, applying Article 52(1) to it means assessing the limitations imposed upon the essential elements of that right. Nevertheless, the CJEU has been more comfortable with applying Article 52(1) of the Charter in the context of Article 7 instead.

Regarding the essence of the right to data protection, the Luxembourg Court will usually hold that this is respected provided that the measure in question contains certain provisions on data protection, in particular on data security. In Digital Rights Ireland, the CJEU found that obligations imposed upon communication services providers requiring the retention of certain communications data did not violate the essence of the rights in Articles 7 and 8 of the Charter. With regard to Article 8, it underlined that “Member States are to ensure that appropriate technical and organisational measures are adopted against accidental or unlawful destruction, accidental loss or alteration of the data”. If the essence of data protection is a minimum core, the impairment of which makes it impossible to exercise that right or, as the Court has put it, “calls into question” the fundamental right as such, an inquiry into technical or security measures will likely be insufficient to satisfy the requirements of Article 52(1) CFREU.

Contrary to the ECtHR, the CJEU has applied the principles of necessity and proportionality in quite a more structured way, requiring that any limitation imposed upon Article 8 of the Charter be strictly necessary. The Court does not only examine whether the intended objective could be achieved by less restrictive means, but also often suggests alternative legislative approaches. When it comes to balancing between data protection and other rights or interests, the CJEU has adopted an overly protective stance towards Article 8, upholding the protection of personal data against the economic interests of big tech companies as well as public access to documents.

Conclusion

In all, Article 8 of the Charter gives data protection its own constitutional footing in the EU as a fundamental right, establishing a set of checks and balances to govern the processing of individuals’ data. While the CJEU has not hesitated to interpret the provisions of Article 8 widely and uphold data protection against several other interests, it has nevertheless failed to consistently distinguish the right from that enshrined in Article 7 of the Charter and provide some clear guidance around how its requirements, including its essence, ought to be interpreted in light of Article 52(1). Despite these shortcomings, Article 8, thanks to its wide scope, remains a key provision in defending digital rights before both national and European courts. More importantly and as the case-law examined above suggests, Article 8 cases remain a valuable tool to achieve objectives that are not just limited to data protection rights but can have a wider impact, in the context of digital rights litigation.
The right to good administration, safeguarded under Article 41 of the Charter of Fundamental Rights of the European Union (EU) (‘the Charter’), enshrines the analogous general principle developed in EU case law into constitutional law. This right embodies the EU’s position as a rule-of-law community, wherein individuals are protected from arbitrary administrative decision-making and entitled to fundamental guarantees in their interactions with EU institutions and bodies designed to ensure just and fair administrative procedures.

Under the framework of good administration, Article 41 bundles together several procedural rights. While each of these rights may have implications for the digital environment, some are particularly relevant in this context, including the right to be heard, the right to a reasoned decision, the right to damages, and the broader principle of transparency. This essay first outlines the scope of application of this provision, and subsequently discusses each of these rights in turn, culminating in a broader reflection on Article 41’s relevance in the digital context.

**Scope of Obligations under Article 41**

Article 41’s reach is confined to the EU administration in the strict sense, encompassing EU institutions, bodies, offices and agencies. By excluding member states as recipients of the obligations, Article 41 deviates from the more generally applicable rule in Article 51(1), wherein the Charter also applies to member states ‘when they are implementing Union law’. On occasion, the Court of Justice of the European Union (CJEU) has seemingly implied a broader scope of application of Article 41 (see, for instance, **MM v Minister for Justice**, paras 81–94). However, more frequently, the CJEU adopts a literal interpretation, excluding member states from the purview of Article 41 (see, for instance, **R.N.N.S. and K.A v Minister van Buitenlandse Zaken**, para 33).

Article 41, frequently perceived as a codification of the general principles of law shaped by EU courts, has significant overlap with these principles. However, contrary to Article 41, the right to good administration applies not only to the EU itself, but also to member state authorities when they operate within the ambit of EU law. This was explicitly indicated by the CJEU in **R.N.N.S. and K.A** (para 34). By extending the right to good administration to the entirety of the EU administration, these general principles fulfil an independent role from Article 41.

While the right to good administration solely applies to EU public authorities, a pertinent question in the digital context is whether the right itself – or the values enshrined therein – can be extended to private entities. This query becomes especially relevant when such entities collaborate with public authorities, or when they employ large-scale digital technologies that significantly impact individuals’ lives, leading them to exercise powers of a quasi–public nature. Various references to the principle of good administration have been included in the proposed *EU Artificial Intelligence Act* (AI Act), suggesting the applicability of this principle within the remit of the regulation, and hence to private entities.

**The Right to be Heard**

Article 41(2)(a) confers upon every person the right to be heard prior to the imposition of any individual measure that would adversely affect them. This right stipulates that individuals should have the opportunity to present their perspectives to the authorities during the actual procedure within which the relevant measure is decided (**Technische Universität München**, para 25). Further, these views must be considered by the authorities, and must be reflected in the statement of reasons for the decision (**EL Aquitaine**, para 106). By permitting the affected individual to influence the decision–making process by sharing their views, the aim is ultimately to ensure more equitable decisions. By infusing elements of procedural fairness into the interaction between individuals and administrative bodies, Article 41(2)(a) is intimately tied to Article 47 of the Charter, which safeguards the rights to a fair trial and effective remedy.

Integrating the right to be heard under Article 41 into the digital landscape presents distinct challenges. One such challenge is determining how to ensure that an individual’s views are considered in decision-making processes that incorporate some degree of automation. In this context, it is also necessary to address whether an individual needs to be heard by a human or if an automated tool can sufficiently meet this requirement. Of note in this respect is Article 22 of the *General Data Protection Regulation* (GDPR), which mandates the involvement of a human in most instances of automated decision–mak-
from EU public protection of the law, offers the most robust protection of the right to be heard in the digital landscape.

A pertinent example is the European Travel Information and Authorisation System (Regulation (EU) 2018/1915), which is set to become operational at the end of 2022 and (partially) automates the decision regarding the entry of third-country nationals into the EU. While the current regulations only stipulate a right to appeal in the case of refusal, Article 41(2) of the Charter will be instrumental in ensuring that individuals can actively be heard before a travel authorisation refusal becomes final.

The Right to an Adequate Reasoning

Article 41(2)(c), rooted in Article 296 of the Treaty on the Functioning of the European Union (TFEU), stipulates that the right to good administration includes ‘the obligation of the administration to give reasons for its decisions’. According to the CJEU, the statement of reasons must be sufficiently clear and unequivocal so as to allow the Court to assess the legality of a decision and to equip the affected parties with adequate information to discern whether the decision is sound and contest it if it is not so. However, Article 41(3) of the Charter, the right to effective remedy, to bolster the requirement of reason-giving (R.H.N.S. and K.A., para 43).

The Right to a Reasoned Decision

Article 41(3) guarantees every individual the right to be informed on any reasoning regarding the existence and implications of automated decision-making, as well as ‘the logic involved’ in it (Article 13, GDPR). The proposed AI Act mandates a certain level of algorithmic transparency, but solely to enable system users to interpret the algorithms (Article 13, AI Act). Individuals impacted by the actual use of the algorithms only have a limited right: to be informed when they are interacting with an algorithm rather than a human (Article 52, AI Act). The principle of transparency, in conjunction with the right to good administration, including the right to access one’s own files, may provide even more robust legal foundation for extending broader rights to the recipients of administrative decisions.

Conclusion

The right to good administration holds significant value in regulating the use of technological applications by the EU administration. Specifically, by ensuring that individuals are heard and administrative decisions are reasoned, it operates as a tool for exercising the right to an effective remedy under Article 47 of the Charter.

Nevertheless, its significance extends well beyond this instrumental role. Article 41 of the Charter establishes the conditions for administrative decision-making that strikes a fair balance between societal and individual interests. This balance is particularly important in light of the profound changes in public administration ushered in by the rapidly increasing use of digital technologies, particularly when these technologies are developed and marketed by private entities.

Importantly, ensuring that administrative decision-making is reasoned and fair also enhances the likelihood of the resultant decisions conforming to the law. This conformity reduces the need for costly litigation before already overtaxed judicial institutions. Therefore, the right to good administration plays a pivotal role in ensuring that the adoption of new technologies does not undermine administrative justice and, more broadly, the rule of law.

In September 2022, the European Commission proposed an AI Liability Directive with the aim of adapting non-contractual liability rules to accommodate the unique challenges posed by AI systems. This directive would introduce disclosure rules and rebuttable presumptions to counteract the evidentiary difficulties that victims of damage caused (partially) by AI may encounter, particularly given the complexity and opacity of some AI systems. The Directive does not directly modify the liability rules under Article 340 of the TFEU or, by extension, Article 41(3) of the Charter. However, it may eventually influence the EU’s public liability regime by impacting the ‘general principles common to the laws of the Member States’, which form the foundation for Article 340 of the TFEU. Admittedly, the rationale underpinning the AI Liability Directive may guide the development of a more fitting approach to AI liability, especially in relation to damage caused by the EU administration through the use of AI systems.

Transparency

The principle of transparency is intimately intertwined with the right to good administration. Certain rights mentioned in Article 41 are intrinsically tied to transparency rights themselves, notably Article 41(2)(a), which guarantees everyone access to their own file, as well as the right to a reasoned decision. Beyond these specified rights, however, the principle of transparency, which is presented as a general objective of the EU throughout the Treaties, is a fundamental prerequisite for good administration.

Within the digital landscape, algorithmic opacity – whether resulting from intellectual property rights, a lack of expert knowledge, or the characteristics of the algorithm itself – poses a significant challenge to the principle of transparency. While much debate has centred on explanation rights, a pressing question is whether the principle of transparency would require much broader rights, such as access to training data, source codes, or other information pertaining to the algorithm itself.

Digital sector-specific legislation often incorporates explicit transparency-related rights. For example, the GDPR outlines various information rights. These include a right to information regarding the existence and implications of automated decision-making, as well as ‘the logic involved’ in it (Article 13, GDPR). The proposed AI Act mandates a certain level of algorithmic transparency, but solely to enable system users to interpret the algorithms (Article 13, AI Act). Individuals impacted by the actual use of the algorithms only have a limited right: to be informed when they are interacting with an algorithm rather than a human (Article 52, AI Act). The principle of transparency, in conjunction with the right to good administration, including the right to access one’s own files, may provide even more robust legal foundation for extending broader rights to the recipients of administrative algorithmic decisions.
Introduction

The Charter of Fundamental Rights of the European Union (the Charter) entered into force with the Treaty of Lisbon in December 2009. With this Charter, fundamental rights that were scattered in various national and international legal document merged into one document which serves as the single common standard for fundamental rights in Europe. The Charter is one of the primary sources of EU law. Articles 51-54 specify the criteria under which the Charter can be invoked and how the provisions of the Charter are to be interpreted. An important aspect of the Charter is the fact that it can only be invoked in cases where Member States and EU institutions are implementing EU law. As one of the main instruments of EU law, the Charter fulfills multiple roles. First, as a general principle of EU law, the Charter can be used as an interpretation tool since both national laws and EU secondary law within the scope of EU law have to be interpreted in light of the Charter. Second, it functions as an instrument of judicial review, which means that the Court of Justice of the European Union (CJEU) has power to assess the compatibility of laws, acts, and measures with the fundamental rights guaranteed by the Charter. Thus, the CJEU can overrule any national law falling within the scope of EU Law that infringes upon the fundamental rights laid down in the Charter. Third, the Charter also serves as platform for the expression and advancement of evolving general principles of EU law.

In this essay, I reflect on the legal case against the usage of the System Risk Indication program (SyRI) by the Dutch government and demonstrate how Article 47 of the Charter and the different roles of the Charter can be utilized in the context of digital rights. Since this system processed personal data, it promoted profiling and had the potential to infringe upon the fundamental right of individuals. Therefore, it had to be subjected to a number of safeguards based on the Charter and other EU legislation aimed at regulating data processing, while limiting infringements on the rights contained in Articles 7 and 8 of the Charter.

Rapid technological developments and innovations have transformed the ways in which our societies and our institutions’ function. Traditional ways of working have become almost obsolete because of developments in information technology, the continuous digitalization of almost every aspect of public and private life as well as the current rise of the usage of artificial intelligence. Consequently, policymakers and legislators are capitalizing on the availability of digital data from people’s utilization of technological devices. Both data-driven working and the rise in the use of AI have created numerous benefits but they also produce many negative consequences that need further critical considerations. Some of the negative implications associated with these technological developments are the loss of jobs through automation, growing inequalities in income, loss of privacy, digital racism, and what some scholars have called ‘digital slavery’. It is vital to recognize and mitigate the potential harms of tech developments in order to ensure that the benefits are equitably distributed. Furthermore, the legal and ethical frameworks needed to curtail the negative consequences of tech usage by public authorities are virtually none-existing. However, many of the already existing legislation can be utilized in a way that enables the reduction and prevention of harms caused by the use of tech by expanding the scope of application.

There are different legal sources from the EU relevant in the context of digital rights, data processing, and data protection. The purpose of this essay is to reflect on how Article 47 of the Charter, that relates to the right to an effective remedy and a fair trial can be applied to digital contexts. The essay is divided into two sections. The first section discusses the System Risk Indication (SyRI) case in general and reflects on the relevance of this case in light of Article 47. The second part addresses the scope of application of Article 47 and attempts to highlight aspects that are becoming relevant in the digital context. Last, a brief yet concise conclusion outlines the opportunities Article 47 provides for protection against digital rights violations.

System Risk Indication (SyRI)

The Dutch government used the SyRI system in its efforts to combat and prevent social security fraud, illegal labor, and tax fraud. This system was based on the so-called Landelijke Stuurgroep Interventieteams (LSI) which consisted of the close collaboration between different municipalities, the Ministry of Social Affairs and Employment, police, the Public Prosecution Service, immigration services, and the welfare and tax authorities. The exchange and analysis of digital personal data was essential for the prevention,
"Effective legal remedies that provide victims of data infringement cases with the tools they need to safeguard their rights is essential for the protection and enjoyment of fundamental rights."

---

Detection, and investigation of fraud and other illicit activities within the framework of this collaboration. The data gathered through LSI, the projects and experiments stemming from it, and the methodologies employed by the LSI, including the utilization of the ‘Black Box’ system, were foundational for the SyRI system.

SyRI was enshrined in law in 2014 through Articles 64 and 65 of the SUWI Act, while Chapter 5a of the Decree SUWI sets out the rules and procedures of application. The Ministry of Social Affairs and Employment is responsible for the use of SyRI. The reasons for providing a legal basis for SyRI were mainly to reinforce the stringent approach in combating benefit fraud by leveraging digital technologies and data analysis. Legislators and policymakers within the Dutch government also anticipated that by grounding SyRI within the law, longstanding concerns raised by regulatory bodies regarding violations of privacy rights and data protection would have to be definitively addressed.

For the purpose of this contribution, the SyRI case is important due to several compelling reasons. First, it is one of the first cases that fundamentally challenged the systematic and legislatively authorized use of digital technologies in the welfare state for the prevention and detection of welfare fraud based on human rights considerations. Second, this case showed that mass surveillance technologies such as SyRI tend to disproportionately target impoverished and disadvantaged neighborhoods with higher concentrations of marginalized groups. Third, the involvement of a diverse group of civil society organizations in legal proceedings against SyRI, reflect a widespread concern about the likelihood of such systems encroaching upon the rights of everyone.

The way different organizations collaborated in the legal procedure in fighting the SyRI system is inspiring from the perspective of access to legal remedies and fair trial.

Data privacy infringements cases such as that of SyRI cause many material and immaterial harms for which victims should be able to claim damages. Some of these harms such as depression, anxiety disorder, and Post Traumatic Stress Syndrome fall within the official categories of the Fifth Diagnostic and Statistical Manual of Mental Disorders (DSM 5). Others, such as emotional harm, stress, to damage to name and reputation can be seen as psychological harms that can lead to mental disorder. Effective legal remedies that provide victims of data infringement cases with the tools they need to safeguard their rights is essential for the protection and enjoyment of fundamental rights.

The principles and scope of article 47 Charter

When invoking Article 47, the first step is to determine whether the Charter applies at all under the test of Article (1) Charter. If this is the case, effective judicial protection has to be ensured by the Member States and institutions, bodies, offices of the European union when they are implementing Union law. The right to an effective remedy and a fair trial are key general principles of European law. The Court of Justice of the European Union, therefore, applies these provisions in a broad and general manner so that it provides individuals with adequate judicial protection and access to justice. Both administrative and procedural measures fall within the scope of article 47 in order for individuals to challenge the violations of their rights and to seek redress, Member States must ensure both effective access to legal remedies and independent, impartial courts.

The rights contained in article 47 consist of the rights in Articles 6 and 13 of the European Convention on Human Rights and their interpretation by the European Court of Human Rights. Therefore, article 47 should be interpreted in conjunction with these provisions as well as in combination with other Charter rights, EU legislation and international human rights provisions. Furthermore, a key characteristic of Article 47 is that it applies in the application and interpretation must prioritize and promote the realization and protection of fundamental rights.

One way it does this is by the principle of minimum effectiveness, which requires that national rules must not make the exercise of EU rights impossible in practice (effectiveness) and must not be less favorable than those governing similar domestic actions (equivalence). Although, requirements of effectiveness and equivalence usually focus on national procedural rules, they can also be applied to the interpretation of substantive law such as the rights enshrined in article 7 and 8 of the Charter.

Moreover, Article 47 requires that courts have to determine in every case they review whether effective remedies were available. According to the CJEU, there is a violation of the principle of effectiveness in cases where authorities refuse access to data relevant to the facts of a case. Every time a Member State or EU institutions appear to limit the protections granted by the right to effective remedy and fair trial, the proportionality test ensures the (il)legality of the provision. According to its preconditions, the limitation in question has to be necessary, reasonable, and proportionate to achieve a legitimate aim. Any restriction of the rights in this Article should, therefore, be concrete and not go beyond what is needed to protect public interest or other rights.

The negative aspects of data-driven working and the use of AI by authorities fundamentally change legal debates about data protection, privacy, and the right to effective remedy and fair trial. In cases of data infringement, when determining proportionality, an argument can be made based on article 47 that burden of proof should shift from the individual whose data is being collected to the authorities who are collecting the data. The reason for this is that it would be virtually impossible or excessively difficult for individuals to go against state authorities that collect and use their data without them even knowing. It is very difficult to substantiate for individuals what kinds of actual immaterial harms they experience when their fundamental rights are violated.

There does not exist specific case law directly addressing digital rights under article 47. However, the CJEU has developed a solid case law addressing digital harms with regard to articles 7 and 8. This case law can provide guidance on how article 47 can be applied and interpreted in the context of digital rights.

Conclusion

The collection and processing of personal data is regulated on a European level. However, the essay considers that the fundamental concerns raised in the SyRI case fall within the scope of Article 47. Although the case did not reach the CJEU, and the focus of the litigation was mostly based on whether SyRI system unlawfully limited the rights enshrined in Articles 7 and 8, the judicial review contained in article 47 provides a fruitful venue for future litigations. National courts could ask the CJEU to assess whether laws that enable systems such as SyRI are compliant with the rights enshrined in the Charter.

Moreover, litigation based on Art 47 can contribute to the development and evolution of EU law in the digital rights context by clarifying its scope, enhancing protection of fundamental rights, and promoting the rule of law. It can serve as a powerful tool for advocacy, highlighting human rights abuses, and fostering legal reform at both the national and European levels.
Introduction

In his seminal 2019 report to the United Nations, Philip Alston, the Special Rapporteur on Extreme Poverty, issued a stark warning that ‘humankind […] must avoid stumbling zombie-like into a digital welfare dystopia.’ This compelling statement was the conclusion of a pioneering study on the global integration of emerging digital technologies such as biometrics, computerised data processing and algorithmic decision-making systems into social security and welfare administration. The report found that the use of digital technologies in welfare administration often resulted in practices that likely infringed upon human rights, including the rights to social security, life with dignity and privacy.

Despite this sobering report, governments worldwide, including in the European Union (EU), have not heeded the Special Rapporteur’s call for greater introspection in their adoption of digital technologies in delivering social security. This essay explores how EU member states have employed data-driven and algorithmic digital technologies in designing and implementing their social security and welfare systems and discusses the potential and real harms that such systems entail. In addition, it assesses the role of the EU Charter of Fundamental Rights of the EU (‘the Charter’), particularly Article 34 on social security, in evaluating the legality and legitimacy of digital welfare systems.

Digital Welfare in the EU

Social welfare administration has long incorporated computer-assisted processes and digital information processing. However, this ‘digitalisation’ of welfare administration has been pursued more rigorously in recent years, in line with the rise of computerisation and the internet, leading to significant changes in the ways in which states fulfil their obligations to provide social security. Eager to adopt new data-based technologies to enhance their governance capabilities, governments have strived to make their citizens more ‘legible’ and thus more governable. However, as various scholars have noted, the enhanced legibility offered by datafication and digitalisation often comes at the cost of increased surveillance, population-based experimentation, and over-reliance on potentially flawed statistical methodologies.

Empirical research suggests a rising trend of welfare digitalisation across the EU, manifested in varying degrees and forms. For instance, several studies have documented how Denmark, the Netherlands, Portugal, France and Poland have implemented algorithmic systems to combat ‘welfare fraud’ in sectors such as taxation, universal benefits, healthcare and education. Such systems process personal data for risk-based scoring and classification, which are used to predict the likelihood of benefit fraud in a given scenario. Trelleborg, a municipality in Sweden, introduced an ambitious system aimed at ‘fully automat[ing]’ social welfare applications and entitlements. This included using rule-based algorithmic systems to process citizen data and determine eligibility for benefits such as financial aid. In Slovenia, digitalisation has been leveraged to create comprehensive citizen profiles to increase legibility. This has enhanced visibility into how citizens are using social services across various domains and is thus used to inform social security policy.

The process of digital adaptation and transformation has led to an increase in technologically mediated exclusion from social security and welfare systems, an issue that states have failed to adequately address. The case of Systeem Risico Indicatie (SyRI), a data-based risk calculation system deployed by the Dutch government, is a compelling example of how such data processing systems can jeopardise social security. SyRI linked citizen data across administrative agencies and served as input for computational models that predicted welfare fraud risk. However, the nature of the information used, the risk calculation model, and the computational algorithms were neither publicly disclosed nor communicated to affected individuals. This lack of transparency meant that individuals could be flagged for fraud investigations without sufficient explanation. The legislation and implementation of SyRI were subsequently challenged in a Dutch Civil Court, which deemed the system illegal on the grounds that it violated various rights guaranteed by the European Convention on Human Rights, including the right to privacy.

However, despite a court-ordered injunction against SyRI, subsequent investigations revealed that the Dutch government had continued to experiment with comparably risky digital welfare systems, demonstrating the deep entrenchment of digital technologies within welfare administration in certain states.
As exemplified by the cases above, digital technologies are extensively used in automat-
ed decision-making systems, where the outputs either replace or supplement human de-
cision-making in tasks such as identifying and authenticating social security recipients, 
determining benefit eligibility, calculating benefit amounts, and detecting fraud. The 
deployment of these systems profoundly influences the relationship between citizens 
and the state and, consequently, the fundamental rights of EU citizens.

The digitalisation of welfare systems has the potential to systematically reduce govern-
ment transparency, promote arbitrary and discriminatory decision-making, and under-
mine procedural safeguards against governmental abuses of power. This issue stems 
partly from the complex nature of these information processing systems, which can be 
difficult to comprehend or scrutinise and frequently lack sufficient documentation or 
explanation to ensure transparency and accountability. The opacity of Syll is a case in point; 
the government failed to disclose the types of personal data used to profile citizens or the way that such profiles were constructed. Another potential risk arises from 
discriminatory and arbitrary data processing. For example, in Austria, an employment 
assistance allocation program reportedly assigned lower scores to individuals based 
on gender identity and disability status, potentially compromising their ability to make 
claims on the scheme. This underscores the fact that digital welfare systems can em-
ploy data in ways that are discriminatory, either overtly or through the use of proxies.

Furthermore, these systems are frequently implemented in contexts that lack adequate 
and systematic accountability or oversight. This implies that individuals could lose ac-
cess to social security without prior notification or the opportunity to participate in, ap-
peal, or challenge decisions regarding their entitlements.

Despite the limitations of Article 34 as a justiciable right to social security in the EU, its 
potential utility lies in mitigating the negative effects of digital welfare schemes on in-
dividuals and evaluating their legality within the broader framework of EU fundamental 
rights. Particularly, when positioning Article 34 within the broader context of EU fun-
damental rights and international human rights law, we propose that a right to social 
security should require that state interventions in digital welfare systems comply with 
obligations of transparency, non-discrimination and non-arbitrariness. Invocations of a 
right to social security in international human rights law, such as Article 9 of the Interna-
tional Covenant on Economic, Social and Cultural Rights (ICESCR), provide some guid-
ance as to this right’s substantive content considering states’ social security provisions. 
The Committee on Economic and Social Rights at the United Nations, for example, has 
recognised that a right to social security encompasses the ability to enjoy social security 
benefits without discrimination, whether in law or fact, transparency as to the conditions 
that qualify or disqualify beneficiaries, and that such qualifications must be reasonable 
and non-arbitrary, and the ability of beneficiaries to participate in social security ad-
ministration, such as through receiving notice of claims and other information about 
their entitlements.

Even though the interpretation of Article 34 as a justiciable right to safeguard against 
the harms of digital welfare schemes remains limited, it provides an essential bench-
mark against which these emerging systems should be tested. Regardless, EU member 
states must ensure that their forays into digital welfare systems align with the intents 
and purposes of the right to social security, countering the insecurity, opacity, and precarity 
these systems engender.
Many trade unionists have a healthy scepticism of the law and for good reason given the history of the criminalisation of the class struggle since the industrial revolution. In the 1830’s, six leaders of an emergent agricultural trade union in southern England were arrested and sentenced to seven years transportation to the penal colony of Australia. The fate of these Tolpuddle martyrs gave rise to the birth of the modern trade union movement in Britain.

Trade union activity was considered a criminal conspiracy and a restraint of trade in Britain until the passing of the Trade Union Act of 1871 but even then, picketing and striking remained a criminal offence until 1875.6 To this day, trade union activists continue to face similar perils the dichotomy where the freedom of association is observed but the freedom let alone right to protest and strike most definitely is not.7 And so, the state has ridden roughshod over the right to strike for generations. In 1972, twenty-two UK trade unionists were convicted of the criminal offence of ‘conspiracy to intimidate’ and imprisoned after staging strikes on building sites around Shrewsbury. In 2021, the convictions were finally overturned. In 1984, ninety-one striking miners at Orgreave were charged with riot and violent disorder offences only for the cases to be dismissed against all after massive police misconduct in the cases was revealed.

Into current times, resistance from the state continues. The Police, Crime Sentencing and Courts Act of 20224 applies strict new criminal sanctions on the right to protest in the UK which leaves striking workers and public protesters in continued jeopardy. In recent days we have seen violent state repression of striking workers in France protesting the raising of pensionable age. And although class solidarity is a fundamental principle of the struggle for worker rights, secondary strike action remains illegal in many countries in the EU as it is in the UK.

Misclassification and the resistance of capital against so called gig-economy workers

Misclassification in the gig economy is most associated with platform employers who use mischievous contracts with workers to wrongly label them as independent contractors to avoid employment obligations. But there are other affects that are just as damaging to the long-term collective interests of workers. In attempting to form the App Drivers & Couriers Union (ADCU) in 2020, we were immediately faced with the three obstacles to our recognition by the government regulator. First, we had to prove we were already acting as a trade union before we could be recognised as one – a chicken and egg conundrum. Second, we had to show the union was acting in the collective interests of member workers in the regulation of the relationship between the workers and employers like Uber. This was almost impossible, given the asymmetry of power between the union and the might of a platform company like Uber or Deliveroo and their absolute refusal to acknowledge our rights to collectively bargain. Eventually, we satisfied the regulatory by demonstrating sufficient collective action on behalf of the workers in the establishment of our data trust for workers with the objective of building collective bargaining power by making earnings and work allocation more transparent to union members. Finally, upon certification we were warned by the government regulator that if we failed in our case at the Supreme Court to be recognised as workers, our trade union certification would be revoked. This is because under British trade union law unions must be made up primarily of workers. So, if misclassification had been held up under the technicality of law as it has been thus far for Deliveroo couriers, those in most need of trade union protection of the collective would be denied it. As it is, the ruling class and the courts absurdly consider Deliveroo couriers to be part of the capitalist class because they are as yet denied recognition as workers. This is because the law generally recognises the right of substitution as a key test in determining whether someone is a worker or an independent contractor. For drivers delivering passenger services such substitution is usually strictly forbidden by local transport licensing conditions. In food delivery, the right is offered not because further outsourcing is desirable or necessary from a business perspective but because it is a means of defeating employment claims. The tragic side effect is the rise of greater industry precarity and modern slavery conditions. In one case...
examined by Worker Info Exchange, a data subject access request revealed that forty-nine workers were linked to a single bank account on the platform. Yet, without the limited protection of worker or employee status, trade unions or employee groups place themselves in peril if they take collective action. In 2018, Uber was forced to abandon strike action against an Amazon delivery service provider after they were threatened with tort action to sue for damages resulting from strike action undertaken by drivers not classified as workers. Similarly in Spain, taxi drivers members of Elite Taxi and Taxi Project have been threatened with a fine of EUR 120,000 after a complaint was made that their protest action against Uber was a restraint of trade damaging to Uber. Without employment or worker status, the most precarious of workers are exposed to these formidable legal risks. Large platforms have been quick to ingratiate themselves and align their interests with government and the ruling class. In California, gig economy platforms successfully allied to lobby for the inclusion of a proposition on the ballot of a general election. The proposition was effectively a referendum to single out gig workers and deny them the employment rights they had established in the courts under state law. This crucial ballot was successful although the legal challenge of its constitutionality carries on.

In Europe, Uber and other ride share platforms have driven a strategy of determined integration into the mass public transport system offering. This includes not only ride share services but also micro mobility services such as scooters and bicycles. At the same time the power of platform labour intelligence has proven very valuable indeed to police and intelligence forces as well as for central government strategic planning in the response to Covid. While there is some distance still to travel, it is easy to see how platform companies ultimately become not only too big to regulate, but they also appear indispensable to society to the point that strike action might be limited in ways such as are prescribed by law and are necessary in a democratic society in the interests of national security or public safety, for the prevention of disorder or crime, for the protection of health or morals or for the protection of the rights and freedoms of others. Make no mistake, despite the rights and freedoms to strike and engage in collective bargaining in Europe, in practice such rights are under threat. In 2022, the International Trade Unions Congress reported that the right to strike was under attack due to increased criminalisation of striking workers while the right to collectively bargain was also under serious erosion. In the gig economy, misclassification and misinformation has muddied the waters on progress towards collective bargaining. In 2021, Uber reached a recognition agreement with the GMB union. Crucially, the deal falls short of a collective bargaining agreement to tackle the problem of chronically low pay and the failure to recognise waiting time as payable working time. In 2022, the GMB signed a recognition deal with Deliveroo which concedes that couriers for the company are not workers but are independent contractors. In the case of Uber, the current driver contracts expressly deny any collective bargaining element of the contractual agreement. Similar deals have been signed in the US, Canada, Australia and Belgium. In such agreements perhaps we see tactics of big union, industrial bargaining methods of another era applied in the service economy with employers not acting in good faith and not yet willing or ready for true partnership in collective bargaining. Too often the result of this top-down approach is ineffective union agreements with the employer or low paid service workers are simply left behind. In Sweden, despite the long history of the famous Swedish social model, gig economy workers find themselves firmly outside of collective bargaining either at the enterprise or sectoral level and outside of state protection also as a result. In Sweden, much of the management of labour relations is not legislated for but remains in the domain of the social partnership between unions and employers. For this reason, Sweden has not seen the need to legislate for minimum wage.

Indeed, in December 2022 the Swedish government strongly objected to the proposed EU platform work directive on grounds that it would interfere with the Swedish social model including collective bargaining. It is clear the stability attained by well organised, and state influenced collective bargaining arrangements can backfire and end up being counterproductive. Such circumstances arise, when the objectives of such collective bargaining become disconnected and remote from the true underlying class struggle.
Article 37: Environment protection, internet infrastructure and the data economy

Fieke Jansen, Critical Infrastructure Lab – University of Amsterdam / Green Screen Climate Justice and Digital Rights coalition

The datafication of everyday life has transformed digital rights from a niche to a transversal issue that cuts across all aspects of society and is seen as a prerequisite for people to have the ability to exercise their human rights. This societal shift has also had an impact on how digital rights issues are approached. Where in the past discussions on surveillance technology were firmly rooted in the right to privacy and data protection, these have since then become tied to issues around racialized policing and the xenophobic nature of fortress Europe. Debates about competition moved from net neutrality principles to the data economy - the centralization of money, power and wealth in the hands of a few technology companies. This article will discuss another emerging nexus, digital rights and the right to environmental protection, article 37 of the European Charter of Fundamental Rights. It will start by illuminating intersections between climate, environment and technology. After this, it will engage with article 37 and the foundations that are needed to use this fundamental right to curtail the extractivist nature of the internet and its data economy.

The environmental implications of the internet

Rising sea levels, wildfires, droughts, heat waves, and other weather changes are impacting communities, animals, and plants around the world. These events should not be approached as singular issues but as interconnected manifestations of the era of environmental degradation and climate crisis, we are currently living in. Our economies and industries, including the data economy and big tech, are designed to exacerbate systemic inequalities and rapidly deplete the planet. To stay within planetary boundaries, we need to make a rapid and unprecedented change to a more just and sustainable society. This includes understanding and acting on the nexus of environment, climate and technology.

To this end, a loose coalition of individuals, climate justice and digital rights practitioners, funders, and academics came together two years ago. The Green Screen Climate Justice and Digital Rights coalition started by exploring what it means to center climate justice in digital rights and grasp the environmental impacts of the internet. We are now in the process of convening, building coalitions between the different movements, and identifying actionable pathways forward on a number of topics. Litigation could be one of them. This article is based on the work, research, and discussions we have had in the past two years with community organizers, activists, artists, funders, and academics.

Initial research commissioned by the Green Screen coalition highlighted that at the nexus of climate justice and digital rights are disputes over natural resources, rampant greenwashing misinformation by fossil fuel companies, and extraction of critical raw materials for hardware that result in tremendous ecological impact. It is important to note that these are some of the many complex problems at the intersection of climate and technology. Other topics that have since then surfaced are the need to identifying and challenging false and misleading climate solutions, extractivism, and the need for solidarity - standing next to climate, environment, and land activist. Below I will elaborate on the natural resources conflict and data centres and the mining of critical raw materials.

Research shows that in 2020 internet and communication technologies represent between 1.8% and 2.8% of global greenhouse gas emissions and are estimated to jump to 14% in 2040. In addition, data centres are becoming one of the internet’s frontiers in conflict over land, electricity and water rights, between data companies and local residents. In the Netherlands, Meta’s planned data centre was estimated to gobble up twice the energy usage of the city of Amsterdam, and Microsoft’s data centre will be the sole consumer of a large-scale windmill park. The residents of the Dutch countryside feel cheated as they were promised local renewable energy production for local consumption, but politicians prioritized the technology industry over household needs. Similarly, Meta’s desire to expand its data centre in Los Lunas, New Mexico, USA raised conflict over access to water. In this water-scarce area, the water needs of Meta were prioritized over the basic rights of citizens.

The extractivist nature of our data economy. The internet is not a cloud, it is a material infrastructure of cables, wires, switches, and end-user devices. It is an infrastructure that is designed, maintained, and regulated by people and institutions for the purpose of interconnectivity, speed, efficiency, and resilience. The cloud metaphor obscured the extractivist nature of the internet and the reliance on critical raw materials. APC reported that “minerals used in the manufacture of technology continue to be sourced from areas and regions where environmental destruction and human rights abuses and conflicts occur, and where reprisals against environmental and land defenders by state
The environmental movement has a long history of strategic litigating through which they have forced court states to reduce carbon emissions, assign responsibility and claim damages after a gas or oil leak contaminated land and water that lead to loss of property value, physical and mental harm, and to halt the issuing of new fossil fuel extraction permits. This article could not have been written without the endless conversations I had with Michelle Thorne, Maya Richman, the Green Screen coalition, the authors of landscape analysis and issue briefs, participants of the Berlin and San Jose meeting, and many others.

Cross movement collaboration
Articulating an entry point. In their book, Pollution is Colonialism, Max Libman argues that we need to study up and move away from a focus on harm to one on violence. A harms frame centres on why a certain industry is polluting at a certain time and space, i.e. a amount of renewable energy is prioritized over the needs of households or x amount of lithium and water is used in the production of a computer. This approach creates technocratic openings to find conditions under which pollution is deemed acceptable. A violence frame argues that with the scale of the internet and the data economy, we can assume it will use a amount of energy and water to operate and x amount of critical raw materials to exist. As such, this industry in itself is a polluter.

BUILDING A DIGITAL RIGHTS AND CLIMATE JUSTICE NETWORK. Most people who are studying digital rights in this nexus are either experts in the digital rights, climate justice or environmental justice field. As such, the breadth and depth of this issue area require the different movements to work together, find strategic moments to connect, leverage opportunities for joint actions, and shared learning and experiences on specific topics.

BUILDING A COMMUNITY THAT RESEMBLES THE COMPLEXITY OF THE PROBLEM. We need digital and climate justice movements to focus on those most impacted, the environmental and extractive movement and the digital rights community to stop extractive practices, find solutions, and actively influence the upcoming chips act and critical raw materials act. This requires an approach that respectfully centres communities most impacted by the climate crisis, pollution, environmental mismanagement, and harmful industry practices to ensure solutions do not repeat existing systems of oppression.

ARTICULATING A POLITICAL IDEOLOGY. Diversity of voice brings together a myriad of needs, perspectives, priorities, privileges, and approaches. This requires an articulation of a theory of power. Historically, the two movements have had different relationships with the market and the state. For example, companies were natural allies to the digital rights community in the early days of the internet, while the climate and environmental movement has a critical and adversarial relationship to the market and specifically fossil fuel companies. Even though these dynamics have changed and the relationship with Big Tech has become more adversarial, coalitions need to discuss their theory of power.

FINDING COMMON GROUND. The different movements have their own unique histories, struggles, vocabulary, communities, and action repertoire. To connect the nexus of environmental protection and digital rights it is important to find common ground. This requires curiosity and humility to learn from each other movements and find a shared cause to rally around. A natural theme could be extractivism which refers to the extraction of critical rare minerals needed for digital devices, consumption of other natural resources, such as water in both the mining and the data process, and the broader prof-it-driven extractivistic approach of the technology sector.

LEARNING FROM EACH OTHER. The environmental movement has a long history of strategic litigation through which they have forced court states to reduce carbon emissions, assign responsibility and claim damages after a gas or oil leak contaminated land and water that lead to loss of property value, physical and mental harm, and to halt the issuing of new fossil fuel extraction permits. Recently Urgenda won a court case against the Dutch state for not upholding their duty of care to protect and improve the environment in relation to their lack of action on greenhouse gas emissions reduction. Practically, this meant that in 2020 the Court of Appeal in The Hague ruled that the state has to reduce CO2 emissions by 25% compared to 1990.

Conclusion
The urgency of the climate crisis requires every industry to centre a sustainable and equitable future in their current activities. This includes the data economy and requires this industry to fundamentally shift away from its extractivist nature, the strive for infinite growth and misleading technology fixes to be applied to cut the extractivist nature of this industry. However, it will be left on the work of the Green Screen Coalition to highlight conditions for cross movement collaboration, that could allow the movement to utilize the EU Charter’s potential to defend and protect digital and environmental rights. Building a climate justice and digital rights coalition requires investment in articulating a joint entry point, building a community, articulating a political ideology, finding common ground, learning from each other, and defining a joint actionable agenda.
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Article 38 of the EU Charter states that "Union policies shall ensure a high level of consumer protection". Together with other articles on healthcare, environmental protection, or social security, it is part of a broader Title IV on "Solidarity", which sets out the fundamentals of EU policies. Art. 38 is based on Art. 169 of the Treaty on the Functioning of the European Union (TFUE). However, whereas Art. 169 TFUE provides for additional information as to the way the Union must ensure a high level of consumer protection, the wording of Art. 38 remains short and abstract. Like the whole Title IV, the legislative history of Art. 38 was tumultuous. The initial version of the Charter referred to "a high level of protection as regards the health, safety and interests of consumers". Later amendments went as far as proposing to remove Art. 38 in its entirety or turning it into a subjective right for consumers. The final agreed version was finally described as a compromise.

At first sight, the role of Art. 38 seems double-sided. On the one hand, its insertion in the Charter conveys a strong symbolic message as it establishes consumer protection as one of the fundamental goals of EU policies. It also acknowledges the growing role that consumer protection has been playing in the EU. On the other hand, the operational dimension of Art. 38 raises several questions. First, although included in the EU Charter of Fundamental rights, Art. 38 tends to merely establish a principle and not a right which could be invoked by individuals directly. Second, its broad wording raises questions as to the extent it truly guides the intervention of EU policymakers when preparing new legislative proposals. Beyond these doubts, the question is whether and how Art. 38 could have a more practical role to play in the future.

A (limited) relevance ex ante from a policymaking perspective

Art. 38 establishes "high level of consumer protection" as an overarching objective guiding EU policy. The question is whether reference to Art. 38 by EU institutions when designing new policies is meaningful and well-thought or whether simply amounts to a form of sugar-coating. A careful attention to the preparatory works which accompanied several recent EU legislations with relevance in the area of consumer protection can help shed some light on this issue.

Consider first the proposal for a European Directive on representative actions (EU Directive 2020/1828). In its explanatory memorandum, the European Commission highlighted that "the proposal contributes to ensuring a high level of consumer protection (Article 38 of the Charter)". Yet it did not provide any additional clarifications as to what this meant in practical terms. The contrast is strong when considering the following paragraph dedicated to Art. 47 of the EU Charter where the European Commission concretely explained why and how the legislative proposal met the requirements of Art. 47.

The same observation holds as regards the proposal on better enforcement and modernisation of EU consumer protection rules (EU Directive 2019/2161). Its explanatory memorandum merely stated that "the proposal is in accordance with Article 38 of the Charter of Fundamental Rights according to which the EU must ensure a high level of consumer protection" but failed to clearly define what this entailed in practice. Finally, also consider the proposal for an AI Act. The explanatory memorandum explains that "as applicable in certain domains, the proposal will positively affect the rights of a number of special groups, such as the workers' rights to fair and just working conditions (Article 31), a high level of consumer protection (Article 38) (…)". However, beyond high-level statements, the AI Act, as proposed by the European Commission, does not contribute to a high level of consumer protection. As BEUC highlighted:

"Beyond the declarative non-binding layer in the recitals, consumer protection is lacking in the proposed AI Act. The proposal does not refer to protection of consumers from the adverse impact of AI among the legislative objectives of the AI Act. Consumers are not granted horizontal rights under the proposal and are excluded from the conceptual framework as definition of 'user' in the proposal is only defined as an institutional or business user".

Because of its vague wording, which can be interpreted in many different ways combined with the difficulty to define what a "high level of consumer protection" concretely entails, the normative function of Art. 38 appears limited in practice, with a risk that its reference by EU policymakers often remains an empty shell.

All views expressed here are personal.
A (growing) relevance ex post from an enforcement perspective

When drafting the Charter, the Convention thought of Art.38 as a principle and not a substantial right for individuals. This comes with some consequences as Art. 31 provides that the rights under the Charter must be respected while principles must only be observed. The question now is whether it may be possible to go beyond this original assumption and turn Art. 38 into a useful instrument which could be actionable by individuals and civil society organisations. Interestingly, in its 2020 report, the Agency for Fundamental Rights seemed to already blur the lines by referring to a “right to consumer protection” and using consumer protection in the context of strategic litigation:

“Civil society organisations (CSOs) and others active in the field of fundamental rights, such as NHRIs, NGOs or lawyers specialising in human rights and other human rights defenders, can use the Charter in all the different aspects of their daily work. This includes strategic litigation and advocacy, awareness raising, education, monitoring and research. The Charter’s supranational nature and its explicit wording make it an important tool for strategic litigation. The right to data protection, the right to consumer protection, and the right to a fair trial serve as examples.”  

A look at the case law of the Court of Justice of the European Union (CJUE) provides for some guidance as to the way Art. 38 may be actioned. In two decisions concerning air passenger rights, the CJUE used Art.38 to balance and restrict the application of other rights also at stake. Specifically, case C-12/11 (Mc Donagh v Ryanair) was about a dispute between an air carrier and a passenger who had been refused the care provided for under EU legislation 261/2004 after a volcano eruption had caused the cancellation of flights. Among others, the airline argued that the obligation to provide care for passengers as foreseen in EU law impaired its fundamental rights under Art. 16 (freedom to conduct a business) and 37 (right to property) of the EU Charter. Consequently, the airline argued, the relevant EU law provisions were invalid. The Court referred to Art. 38 to limit the scope of the trader’s fundamental rights. First, the Court highlighted “the necessity to consider Art. 38 of the Charter seeking to ensure a high level of consumer protection for consumers, including air passengers, in European Union policies”, and then ruled that “the importance of the objective of consumer protection, including the protection of air passengers, may justify even substantial negative economic consequences for certain economic operators”. This approach was then confirmed in another decision (case C-28/20 Airhelp) where the Court ruled that “freedom to conduct a business and the right to property are not absolute rights and (…) that they must be reconciled with Art. 38 of the Charter which, like Art. 169 TFEU, seeks to ensure a high level of protection for consumers, including air passengers, in EU policies”.  

Also at national level, courts have considered the application of Art. 38 of the Charter. One case in Czech Republic dealt with the situation of an individual who had concluded an online contract with a company for the proofreading of a thesis. The person was not satisfied with the final result and therefore withdrew from the contract without paying the agreed fee. The company filed a complaint against the individual and the district court ruled in favour of the company. As the sum at stake was low, the judgment was not subject to appeal. The individual filed a complaint before the Constitutional Court invoking the right to consumer protection based on Art. 38. The Constitutional Court ruled that the district court should have – in the light of Art. 38 of the Charter - applied those provisions of the Czech Civil Code relating to the protection of consumers and consequently upheld the plaintiff’s right to consumer protection and overturned the first judgement of the district court. In Slovakia, a regional court used (inter alia) Art. 38 to declare unlawful a contractual clause imposing a penalty fee on a consumer. As the court highlighted:

“The contractual penalty was not individually agreed on, it is a standard contract that creates major disproportion in rights and obligation of contractual parties, disadvantaging customer, it is in conflict with the protection of customary rights, in conflict with the Charter of Fundamental Rights of the European Union (art. 38), according to which to fulfil one of the fundamental rights of the European Union, state policies shall ensure high standard of customer protection, and thus it is possible to use all effective means to protect consumers to increase the trust of the consumers into the market that should not burden consumers with unreasonable practices.”

Art. 38 has yet to develop its potential through case law and doctrinal analysis, but its added value already seems promising.

A potential to unlock

Art. 38 recognizes the importance of consumer protection as a fundamental EU value. However, its operational effect remains paradoxical. First, Art. 38 was initially thought as a principle guiding EU policies. Yet in practice, its normative impact seems to be often limited. Second, Art. 38 was initially not conceived as giving subjective rights and yet experience tends to show that Art. 38 has been invoked to defend consumer interests.

Ultimately, the principle of consumer protection in Art. 38 may be used in conjunction with other substantive rights, such as Art. 47 (on remedies) or Art. 8 (on data protection). One of the key upcoming challenges will be to progressively build a new understanding of EU consumer protection policy and Art. 38, by taking into account other key fundamental rights protected by the Charter, such as the right of non-discrimination (Art. 21) (for instance important in the context of the development of artificial intelligence), rights of the child (Art. 24), of the elderly (Art. 25) and persons with disabilities (Art. 26) (important for the protection of vulnerable consumers). These fundamental rights must be fully considered when regulating markets and help build a renewed and modern definition of consumer protection in the EU.
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